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ABSTRACT: The momentum roughness length (z0) significantly impacts wind predictions in weather and climate models.
Nevertheless, the impacts of z0 parameterizations in different wind regimes and various model configurations on the hurri-
cane size, intensity, and track simulations have not been thoroughly established. To bridge this knowledge gap, a compre-
hensive analysis of 310 simulations of 10 real hurricanes using the Weather Research and Forecasting (WRF) Model is
conducted in comparison with observations. Our results show that the default z0 parameterizations in WRF perform well
for weak (category 1–2) hurricanes; however, they underestimate the intensities of strong (category 3–5) hurricanes. This
finding is independent of model resolution or boundary layer schemes. The default values of z0 in WRF agree with the
observational estimates from dropsonde data in weak hurricanes while they are much larger than observations in strong
hurricanes regime. Decreasing z0 close to the values of observational estimates and theoretical hurricane intensity models
in high wind regimes (�45 m s21) led to significant improvements in the intensity forecasts of strong hurricanes. A momen-
tum budget analysis dynamically explained why the reduction of z0 (decreased surface turbulent stresses) leads to stronger
simulated storms.

KEYWORDS: Hurricanes/typhoons; Numerical weather prediction/forecasting; Parameterization; Turbulence;
Boundary layer; Air-sea interaction

1. Introduction

Hurricanes originate over warm tropical oceans and pro-
duce strong winds that can cause extensive damage to urban
and natural environments when they make landfall (Blake
et al. 2007; Kousky 2014; Cheikh and Momen 2020; Hosannah
et al. 2021). The annual costs associated with hurricane dam-
ages have considerably increased in recent years (Stewart et al.
2003; Pinelli et al. 2004; Pielke et al. 2008; Bjarnadottir et al.
2011). For instance, Hurricanes Katrina (2005) and Maria
(2017) together caused more than $250 billion (U.S. dollars)
in adjusted costs (NOAA/NCEI 2021). Therefore, it is imper-
ative for the scientific community to better understand and
predict these extreme weather events.

To alleviate the extensive damage resulting from the in-
creased frequency and intensity of hurricanes (Emanuel 2005,
2020), accurate and reliable forecasts from Numerical Weather
Prediction (NWP) models are required. The Weather Re-
search and Forecasting (WRF) modeling system (Skamarock
et al. 2008) is a state-of-the-art NWP model that includes mul-
tiscale forecasting and data assimilation systems to predict var-
ious weather patterns. The performance of WRF in
forecasting hurricane landfalls, track, and intensity has been

assessed and validated by previous studies (Davis et al. 2008;
Fierro et al. 2009; Abarca and Corbosiero 2011; Nasrollahi
et al. 2012; Di et al. 2015; Khain et al. 2016; Romdhani et al.
2022).

Unlike high-resolution large-eddy simulations (LES; with
grid spacing of ;1–100 m) that resolve turbulence (e.g.,
Momen and Bou-Zeid 2016; Salesky et al. 2016; Momen
et al. 2018; Li et al. 2019), NWP models have to entirely pa-
rameterize turbulent fluxes due to their larger grid sizes
(;1–30 km) that cannot resolve turbulence. Recent obser-
vations and LESs have shown that there are significant
distinctions between hurricane turbulence and regular at-
mospheric boundary layer (ABL) turbulence (Zhang et al.
2009; Zhang 2010; Zhang et al. 2011, 2017; Momen et al.
2021; Chen 2022). Hence, turbulent flux parameterizations
for hurricane flows need to be comprehensively examined
and existing models should be exclusively tested for these
unique flow systems.

One of the key elements of turbulent flux modeling is pa-
rameterizing surface momentum fluxes that are crucial in pre-
dicting hurricane intensity, structure, and track (Emanuel
1995; Moon et al. 2004; Chen et al. 2007). Since the direct mea-
surement of the air–sea momentum flux t is challenging, it is
typically calculated using the average wind speed at 10 m U10

through the dimensionless drag coefficient Cd as t 5 rCdU
2
10,

where r is the air density. Previous studies have shown that Cd

is not constant and depends on the surface wind speed (Miller
1964; Large and Pond 1981; Powell et al. 2003; Donelan et al.
2004; French et al. 2007; Holthuijsen et al. 2012). Since Cd
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affects the surface friction, it can thus modulate the force bal-
ance in the hurricane boundary layer.

The Cd values are significantly affected by the wind–wave,
wave–current, and wind–wave–current interactions. Introduc-
ing the wave and ocean current effects in hurricane simulations
led to remarkable changes in hurricane intensity predictions
and dynamical processes (Chen et al. 2007; Warner et al. 2010;
Phibbs and Toumi 2014; Katsafados et al. 2018; Mooney et al.
2019). Wave effects in these simulations considerably modulate
the surface momentum roughness length (Warner et al. 2010).
To resolve the ocean wave effects in hurricane simulations, the
WRF atmospheric model can be coupled with the Simulating
Waves Nearshore (SWAN) model. SWAN is a third-generation
wave model that has been shown to provide promising results
for hurricane-generated waves (Xu et al. 2007; Xie et al. 2008;
Sheng et al. 2010; Dietrich et al. 2011; Huang et al. 2013). The
coupling procedure has been made possible by employing the
Model Coupling Toolkit (MCT) in the framework of Coupled
Ocean–Atmosphere–Wave–Sediment Transport (COAWST)
Modeling System (Warner et al. 2008, 2010).

Earlier studies have shown that Cd increases linearly with
the surface wind speed in low to moderate wind conditions
(Miller 1964; Large and Pond 1981). Despite the technical dif-
ficulties involved in the observations and laboratory studies
under high wind conditions, more recent studies have shown
that Cd levels off or decreases for surface wind speeds greater
than ;30 m s21 (Powell et al. 2003; Donelan et al. 2004;
French et al. 2007; Holthuijsen et al. 2012; Curcic and Haus
2020). However, some uncertainties were found in the old
and new observations among these studies (Richter et al.
2021). These discrepancies in surface layer parameterizations
(e.g., Cd values for strong winds) and their impacts on the dy-
namics of real hurricane simulations motivate the goal of the
present work.

The hurricane forecasts are significantly sensitive to both
the surface flux and planetary boundary layer (PBL) parame-
terizations. The PBL parameterizations, which handle the
transport of surface fluxes into the atmosphere at higher ele-
vations, can substantially impact the forecasting skills of hurri-
cane simulations (Gopalakrishnan et al. 2013; Chen et al.
2021; Gopalakrishnan et al. 2021; Hazelton et al. 2022; Chen
et al. 2022). Furthermore, modifying the original formulations
of Cd for each PBL scheme by limiting the surface roughness
to a narrower range of values, especially at wind speeds
greater than 30 m s21, which more closely matches the obser-
vations and laboratory experiments, led to stronger surface
wind speeds and improved the forecasting skill of WRF (Davis
et al. 2008; Nolan et al. 2009).

The surface flux parameterizations have been explored in
several previous studies (Powell and Ginis 2006; Davis et al.
2008; Montgomery et al. 2011; Green and Zhang 2013, 2014;
Xu et al. 2016; Lyu and Zhu 2018; Alimohammadi et al. 2020;
Nellipudi et al. 2021). For example, it is found that Cd affects
the pressure–wind relationship and the radius of the maxi-
mum near-surface wind using WRF simulations of Hurricane
Katrina (Green and Zhang 2013, 2014). Surface turbulent
fluxes including momentum, heat, and moisture fluxes used in

the surface layer schemes and land surface models (LSM) are
typically formulated based on the Monin–Obukhov Similarity
Theory (MOST) in NWPs. Using MOST, the first model level
and the ground surface are connected in WRF. The drag co-
efficient (Cd) in WRF is formulated as

Cd 5
k

ln(z/z0) 2 cm(z/L)
[ ]2

, (1)

where k is the von Kármán constant, z0 is the momentum
roughness length, z is the height above the ground, L is the
Obukhov length, and cm is an empirical function that accounts
for the atmospheric stability (Stull 1988; Momen 2022). The
value of z0 can be obtained from observations by fitting the
logarithmic law of the wall to the measured wind profiles.

Nevertheless, our knowledge of the impacts of various z0
parameterizations (e.g., conventional Charnock formulas)
and wave-coupled models and their adjustments on weak and
strong real hurricane simulations is still limited. This knowl-
edge gap is both due to the lack of sufficient observations for
strong hurricanes (compared to regular low-wind regime
measurements) and, also, due to insufficient numerical and
theoretical studies to characterize the applicability of current
parameterizations for strong hurricane winds. For instance, to
date, the impacts of different z0 parameterizations such as in
wave-coupled models on the dynamics of different hurricane
regimes have not been comprehensively established. Thus,
the primary objective of the current study is to bridge this
knowledge gap by systematically varying the momentum
roughness length within two different PBL schemes in the
WRF modeling system for 10 Atlantic hurricanes ranging
from category 1 to 5. We will also use the Global Positioning
System (GPS) dropsondes data to estimate the measured mo-
mentum roughness length and compare that with the WRF
simulation results. Improving z0 values for strong hurricane
winds (speed � 35 m s21) in surface layer parameterizations
is still an active field of research due to lack of sufficient wind
measurements in these extreme weather events. Considering
these knowledge gaps, our research questions are as follows:

1) How do various existing surface layer parameterizations
with and without hurricane wind modifications influence
the track and intensity accuracy in real hurricane WRF
simulations?

2) What are the impacts of increasing and decreasing the
momentum roughness length for strong winds on hurri-
cane dynamics?

3) How can we adjust the existing surface roughness param-
eterizations to improve the hurricane forecasting accuracy
in different hurricane intensity regimes?

The paper is structured as follows. In section 2, the momen-
tum roughness representation in WRF and the suite of con-
ducted simulations will be described. In section 3, the numerical
results as well as observations on the impacts of momentum
roughness length on hurricane simulations will be shown. Ques-
tions 1, 2, and 3 will be answered in sections 3a, 3b and 3c, and
3d, respectively. Finally, the summary of the main findings will
be presented in section 4.
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2. Methods

a. Momentum roughness length representations in WRF

In this study, we employ the Advanced Research WRF
(ARW) dynamical core to conduct hurricane simulations.
ARW has been extensively used and validated in previous
hurricane simulation studies (Davis et al. 2008; Fierro et al.
2009; Cavallo et al. 2013; Blake et al. 2017; Romdhani et al.
2022). WRF is a fully compressible nonhydrostatic model,
that solves the Euler equations on a terrain-following, mass-
based, hybrid sigma–pressure vertical coordinate. Arakawa C
grid staggering is applied in the horizontal directions of the
WRF Model (Skamarock et al. 2008). Please refer to online
supplemental material text section S1 for more details about
the WRF’s governing equations.

WRF includes different z0 parameterizations based on the
PBL options. In this study, we employ and compare two widely
used PBL schemes. The first scheme is Mellor–Yamada–Janjić
(MYJ), which is a local turbulence closure based on turbulent
kinetic energy (TKE) budget (Mellor and Yamada 1982; Janjić
1990, 1994). The surface layer z0 for the MYJ scheme follows
the Charnock formula as

z0 5 Clzf 3 0:0185
u2*
g
, (2)

where u* denotes the friction velocity, g is the gravitational
acceleration, and Clzf is a new control parameter defined in
this study based on the surface wind speed to conduct sensitiv-
ity tests. In this formula, the momentum roughness length
monotonically increases with increasing wind speed. For very
low wind speeds, the momentum roughness length has a cut-
off at a small value.

The second employed PBL scheme is the Yonsei Univer-
sity (YSU; Hong et al. 2006; Hong 2010), which is a nonlo-
cal turbulence closure. There are three surface layer
options for the YSU scheme. Option 0 is the default option
for z0 and its formulation is similar to the MYJ surface
layer model as

z0 5 0:0185
u2*
g

1
0:11 3 1:59 3 1025

u*
: (3)

Options 1 and 2 in ARW are based on Donelan’s laboratory
study that shows that z0 increases with the wind speed up to
;35 m s21 and then levels off for higher wind speeds (Donelan
et al. 2004). Options 1 and 2 have the following formulation for
z0:

z0 5 Clzf [zwz2 1 (1 2 zw)z1],

zw 5 min 1,
u*
1:06

( )0:3{ }
, z1 5 0:011

u2*
g

1 1:59 3 1025,

(4)

z2 5
10

exp(9:5u21/3
* ) 1

1:65 3 1026

max(u*, 0:01)
:

The differences between options 1 and 2 are the heat and
moisture roughness lengths, separate from momentum rough-
ness length outlined above. In option 1, the heat and moisture
roughness lengths are constant with no dependence on the
wind speed, while in option 2, they are functions of z0, u*,
Schmidt number (Sc), and Prandtl number (Pr) (Skamarock
et al. 2008). Note that heat and moisture roughness lengths
are not the subjects of study in this paper.

We also conduct surface wave resolving hurricane simula-
tions by coupling WRF with SWAN. In WRF-SWAN coupled
cases, z0 is modified to consider the ocean surface wave ef-
fects by introducing the wave characteristics (Taylor and Yell-
and 2001; Warner et al. 2010) as

z0 5 Clzf 1200:0Hwave

Hwave

Lwave 1 0:001

( )4:5
1

0:11n
u* 1 0:001

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (5)

where Hwave denotes the significant wave height, Lwave repre-
sents the mean wavelength, and n denotes kinematic viscosity.
The first term on the right-hand side of Eq. (5) shows the con-
tribution of ocean waves to the surface drag and the second
term represents the contribution from the surface friction.

The goal of this paper is to investigate the roughness length
changes for strong winds in hurricane vortex (not the much-
studied low-wind environmental flow regime). Therefore, Clzf
is defined as a piecewise function of the surface wind speed:

Clzf (wspd10) 5
1, wspd10 # 10m s21,

{1 1 [0:1(Clz 2 1)(wspd10 2 10)]}, 10 , wspd10 , 20m s21,
Clz, wspd10 $ 20m s21,

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩ (6)

wherewspd10 represents the 10-mwind speed.AsEq. (6) indicates,
the new Clz changes will not be applied for wspd10 # 10 m s21,
which represents the low-wind field that includes the environmen-
tal flow. Figure 1 depicts an example of the impact of applying
this newly defined Clz parameter on surface wind intensity. A
default simulation run of Hurricane Katrina (Figs. 1a,b) is com-
pared to another run where Clz 5 0.01 (Figs. 1c,d). At points
where surface wind speed is greater than 20 m s21, the Clz

change is in full effect, and it reduces the default z0 to 0.01 of
its unmodified value. This change leads to an increase in the
intensity of the hurricane (cf. Figs. 1b,d) that will be exten-
sively discussed in the next sections. We note that the pri-
mary objective of this study is to determine the accuracy of
current z0 parameterizations for high wind regimes by con-
ducting a comprehensive sensitivity test according to the
above formulation. Optimizing the values of z0 for different
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wind regimes will be done in future work based on a thorough
comparison with observations.

b. Suite of simulations

To investigate the impacts of different z0 parameterizations
on real hurricane forecast accuracy, 10 Atlantic Hurricanes
were simulated. The chosen hurricane cases are divided into
two groups: the strong hurricane group and the weak hurri-
cane group. Hurricanes Katrina (2005), Igor (2010), Maria
(2017), Dorian (2019), and Lorenzo (2019) are category 3–5
based on the Saffir–Simpson hurricane wind scale (Simpson
and Saffir 1974; Taylor et al. 2010) and are thus referred to as
strong hurricanes in this study. During the simulated periods,
the maximum observed surface wind speeds for these five ma-
jor hurricanes are 77, 67, 57, 82, and 67 m s21, respectively.
Category-1–2 hurricanes are considered weak hurricanes.
Hurricanes Ike (2008), Cristobal (2014), Joaquin (2015),
Nicole (2016), and Gert (2017) are selected as weak hurri-
canes for which their maximum surface wind speeds are 44,
36, 44, 44, and 46 m s21, respectively.

All the initial fields of the simulations come from the
Global Forecast System (GFS) for National Centers for Envi-
ronmental Prediction (NCEP/NWS/NOAA/U.S. Department
of Commerce 2015). Only one initial time is considered for
each hurricane case. The start date of each case is different de-
pending on the genesis of each hurricane, and each simulation is

conducted for 30–48 h. The simulation periods were chosen con-
sidering two factors: first the strong hurricanes stay category 3–5
and weak hurricanes remain category 1–2 during the entire sim-
ulation period, and second the hurricanes stay over the Ocean
and do not make landfall during the simulations.

In total, 310 simulations were conducted to examine the pa-
rameter space of the problem by varying the PBL schemes,
surface flux options, z0 parameterizations, and grid resolution.
Table 1 summarizes the suite of conducted simulations that
took more than 2 million CPU-hours and 20 TB of disk space.
Four sets of WRF-only simulations and one set of WRF-SWAN
coupled simulations (WRF-COAWST) are conducted. For the
WRF-only cases, two employed PBL schemes are MYJ and
YSU. For the YSU scheme, three surface flux options are
selected according to Eqs. (3) and (4). TheWRF-SWAN coupled
simulation in the COAWST framework is also conducted to
explicitly consider the ocean surface wave effects. More de-
tails about the WRF, SWAN model, and simulation setups
can be found in supplemental material S1. In section 3a, the
cases using the original z0 models (referred to as the default
cases hereafter) for the 10 considered hurricanes will be
presented. In sections 3b and 3d, the default z0 is modified
using the newly added control parameter Clz in Eqs. (2),
(4), and (5) from 1024 to 102 to characterize the sensitivity of
the hurricane simulations to momentum roughness length.
Note that these large changes of z0 translate into much

FIG. 1. Implementation of the Clzf coefficient to the surface roughness z0 based on the surface wind speed
(Hurricane Katrina simulation). Logarithmic contours of z0 for (a) the default and (c) the reduced roughness
length case. The surface wind speed contours for (b) the default and (d) the reduced roughness length case.
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smaller changes in the default friction velocity (;0.5–2 times
the default value) due to the logarithmic relationship of z0
with u*.

c. Evaluation metrics

In this study, we evaluate the performance of the simulations
by calculating the mean absolute error (MAE) for the hurricane
track and mean absolute percentage error (MAPE) for the sur-
face wind intensity, compared to the observations. To this end,
the U.S. National Hurricane Center (NHC) best track and in-
tensities reported data are used. Generally, different weather
and climate models with various weights (Kidder et al. 2000;
Klotz and Uhlhorn 2014; Huffman et al. 2015) are employed to
conduct the NHC forecasts. The MAE is formulated as

MAETrack 5
1
N
∑
N

i51
|FTrack(ti) 2 OTrack(ti)|, (7)

where N is the total sample number, and FTrack(ti) denotes the
forecasted location of the hurricane eye at time ti, based on
the minimum sea level pressure, and OTrack(ti) represents the
best-observed hurricane eye location at time ti. For track,
MAE is calculated in terms of distance in km. The sampling
time interval is based on the interval time of the reported best
track data (ti11 2 ti 5 6 h).

For the storm intensity error calculation, we define a separate
MAE similar to Eq. (7) in which FIntensity(ti) and OIntensity(ti)
represent the maximum forecasted and observed 10-m wind
speed intensities at time ti, respectively. Furthermore, to better
compare the forecasting accuracy of thewind intensity in different
weak and strong wind regimes, we normalize the MAEIntensity

with the observed wind data to obtain the MAPE for each case
(Romdhani et al. 2022) as

MAPEIntensity 5
1
N
∑
N

i51

∣∣∣∣FIntensity(ti) 2 OIntensity(ti)
OIntensity(ti)

∣∣∣∣ 3 100%:

(8)

3. Results and discussions

a. Track and intensity errors in simulations with the
default setup of roughness length

First, the performance of the default surface options is
evaluated. To quantitatively analyze the accuracy of the hurri-
cane track and intensity forecasts, the normalized 10-m wind
intensity and absolute hurricane track errors are calculated.
The wind intensity time series and hurricane tracks (see
supplemental material S2 and S3) are employed to calculate
the errors in Eqs. (7) and (8). The averaged MAE among
these hurricanes simulations is depicted in Fig. 2 for the de-
fault z0 parameterizations.

In the WRF-COAWST model, the employed PBL scheme
is MYJ. As can be seen in Fig. 2, including the ocean wave
effects (dark blue bars) in the considered cases improves the
intensity predictions by ;7% and track by ;8% compared to
the default MYJ scheme (green bars). Among all the em-
ployed models, the YSU scheme’s option 1 appears to have
the best performance for predicting wind intensities in the
considered cases by reducing option 0’s MAPEIntensity by
;5%. A similar result was found when comparing the mean
absolute error of the intensity forecasts (see Fig. S9 in the
supplemental material). YSU-1 had the lowest MAE error of
;10 m s21 compared to the MYJ scheme which had the high-
est MAE intensity error of ;12 m s21. Furthermore, Fig. 2a
shows that the simulations with the YSU scheme, which is the
recommended PBL scheme by the ARW’s guideline for hurri-
cane simulations (Wei et al. 2019), relatively outperform the
MYJ’s hurricane intensity forecasts. In terms of track error,
WRF-COAWST has the best performance among the consid-
ered models.

b. Impacts of changing the momentum roughness length
on hurricane forecasts

The momentum roughness length can significantly impact
the intensity, structure, and size of the simulated hurricanes.

TABLE 1. Numerical simulations conducted for the sensitivity study of the momentum roughness length using WRF only and
WRF-SWAN coupled models with different grid sizes. Here placeholder X denotes the considered grid resolutions. We conducted 8-
and 32-km simulations for all hurricanes and models, while 2-km simulations, due to their expensive computational costs, are only
carried out for WRF-YSU-1 with Clz 5 0.01, 1, and 100. The next placeholder Y denotes the values of the control parameter Clz
that can be 0.0001, 0.01, 1, or 100. For example, Ka_2km_YSU1_Clz100 represents the simulation of Hurricane Katrina using the
WRF Model with the YSU PBL scheme, for which the surface flux option is 1, the grid size is 2 km, and the order of magnitude of
the roughness is increased by a factor of 2. For WRF-YSU-0 and WRF-MYJ, only default Clz is simulated. In total, we conducted
2 3 2 3 10 1 3 3 2 3 10 3 4 1 3 3 10 5 310 simulations.

Hurricane WRF-YSU-0 WRF-YSU-1 WRF-YSU-2 WRF-MYJ WRF-COAWST

Katrina Ka_Xkm_YSU0 Ka_Xkm_YSU1_ClzY Ka_Xkm_YSU2_ClzY Ka_Xkm_MYJ Ka_Xkm_COAWST_ClzY
Igor Ig_Xkm_YSU0 Ig_Xkm_YSU1_ClzY Ig_Xkm_YSU2_ClzY Ig_Xkm_MYJ Ig_Xkm_COAWST_ClzY
Maria Ma_Xkm_YSU0 Ma_Xkm_YSU1_ClzY Ma_Xkm_YSU2_ClzY Ma_Xkm_MYJ Ma_Xkm_COAWST_ClzY
Dorian Do_Xkm_YSU0 Do_Xkm_YSU1_ClzY Do_Xkm_YSU2_ClzY Do_Xkm_MYJ Do_Xkm_COAWST_ClzY
Lorenzo Lo_Xkm_YSU0 Lo_Xkm_YSU1_ClzY Lo_Xkm_YSU2_ClzY Lo_Xkm_MYJ Lo_Xkm_COAWST_ClzY
Ike Ik_Xkm_YSU0 Ik_Xkm_YSU1_ClzY Ik_Xkm_YSU2_ClzY Ik_Xkm_MYJ Ik_Xkm_COAWST_ClzY
Cristobal Cr_Xkm_YSU0 Cr_Xkm_YSU1_ClzY Cr_Xkm_YSU2_ClzY Cr_Xkm_MYJ Cr_Xkm_COAWST_ClzY
Joaquin Jo_Xkm_YSU0 Jo_Xkm_YSU1_ClzY Jo_Xkm_YSU2_ClzY Jo_Xkm_MYJ Jo_Xkm_COAWST_ClzY
Nicole Ni_Xkm_YSU0 Ni_Xkm_YSU1_ClzY Ni_Xkm_YSU2_ClzY Ni_Xkm_MYJ Ni_Xkm_COAWST_ClzY
Gert Ge_Xkm_YSU0 Ge_Xkm_YSU1_ClzY Ge_Xkm_YSU2_ClzY Ge_Xkm_MYJ Ge_Xkm_COAWST_ClzY
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To characterize these effects, we explicitly adjusted z0 in
WRF. Figure 3 depicts the maximum 10-m wind speed time
series of the five strong hurricanes using the WRF-YSU-1
model with various Clz. As can be seen from Figs. 3a–e, the sim-
ulations using the default z0 (Clz 5 1) underestimate the ob-
served storm intensity in strong hurricanes. Decreasing the
magnitude of z0 intensifies the hurricanes and increases the
maximum surface wind speed (see blue and gray lines in
Fig. 3) and vice versa. Based on an initial qualitative observa-
tion from this figure, for the strong hurricane cases presented

in this paper, decreasing z0 generally improves the accuracy
of the surface wind intensity predictions. A more comprehen-
sive quantitative analysis of the impacts of changing the de-
fault z0 on the accuracy of simulated hurricanes will be
presented in section 3d.

Altering z0 values also impact the size and structure of the
hurricanes. The wind speed at 10-m altitude is illustrated in
Fig. 4 for each hurricane. By decreasing z0, the storm size in-
creases compared to the default case (see orange areas in Fig. 4).
Moreover, consistent with the comparisons of time series of wind

FIG. 2. Overview of the simulated results for hurricane intensity and track forecasts from different models using
their default momentum roughness lengths with 8-km grid spacing: (a) the normalized 10-m wind intensity errors and
(b) the track errors. The error bars show the range from the 20th percentile to the 80th percentile of the errors. In
total, 450 samples from 50 simulations (10 hurricanes3 5 models) were used in this figure.

FIG. 3. The sensitivity study of the WRF-YSU-1 model by changing the control parameter Clz with 8-km grid spacing, showing the storm
intensity in comparison with the best observed track speed for five strong hurricanes.
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intensity, Fig. 4 indicates that a smaller z0 results in a larger
maximum wind speed (cf. black color contours in Fig. 4). Nev-
ertheless, the radius of the maximum wind does not appear to
significantly change with decreasing z0 (see supplemental
material S6 for more details).

Changing the surface roughness length can also impact the
asymmetry of hurricanes. By calculating the averaged variance
of the surface wind speed at each radius through the coeffi-
cient of variance (CV; not shown), we found that CV ; 12%
for Clz 5 100 cases and CV ; 24% for Clz 5 0.0001 cases on
average. This implies that decreasing z0 increased the devia-
tions from the mean wind value which in turn increased the
asymmetry of the considered hurricanes. This can be because
decreasing z0 increases the strength of the overall wind field
which can enhance instabilities in the flow while increasing z0
(surface friction) suppresses the development of strong insta-
bilities. Thus, decreasing z0 can have significant implications
for low-level wind asymmetry which can lead to stronger wind
gusts in hurricanes.

The vertical wind speed profiles are also influenced by
changes in the momentum roughness length. Decreasing z0 in-
tensifies the averaged tangential wind speed in the boundary
layer in the hurricane eyewall region (see supplemental
material S7). Figure 5 depicts the radius–height distribution of
the wind speed for the default cases (Clz 5 1) in comparison

with the Clz5 0.0001 and Clz5 100 cases. As clearly shown in
Fig. 5, the wind speed in the hurricane eyewall region is re-
markably increased for Clz 5 0.0001 cases (more red colors),
while the wind speed is greatly decreased by increasing z0. We
also noticed that the radial inflow layer depth decreases with
decreasing the surface roughness leading to a more intense
hurricane and vice versa (not shown). Similar results were
found for other employed models (YSU-2 and COAWST)
and other grid resolutions, indicating the generality of these
findings. Note that the sensitivity analysis of z0 for other grid
sizes and models can be found in supplemental material S2–S4.
The impacts of z0 changes on hurricane track will be presented
in section 3d.

c. Physical explanation of the effects of momentum
roughness length on hurricane intensity

To shed light on the dynamical effects of the momentum
roughness length on hurricane intensity forecasts, the momen-
tum budget is analyzed using a simple single-column model of
hurricanes described in Bryan et al. (2017). Following Momen
et al. (2021) and assuming the gradient transport theory for
turbulent fluxes [aka K theory; see (Stull 1988; Momen
2022)], the momentum equations in radial and tangential di-
rections in the hurricane boundary layer (HBL) can be writ-
ten as

FIG. 4. Horizontal view of 10-m wind speed contours (colors) for five hurricanes with three different momentum roughness lengths at 24 h
of simulation. The black lines represent isobars.
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where uu and ur are tangential and radial velocity, and f de-
notes the Coriolis frequency (5 3 1025 s21 here), and nT is
the eddy viscosity. For the eddy viscosity nT(z), we employed
a similar profile to O’Brien’s profile (O’Brien 1970). Using
this analytical eddy viscosity profile formula, we can close
Eqs. (9) and (10) and solve the governing partial differential
equations numerically. The gradient wind velocity profile Vg

at a distance R (540 km here) from the hurricane center is set
to 60 m s21 at the surface and gradually decrease it to 0 m s21

at 20-km height similar to Bryan et al. (2017). Finally, Vg/R
represents the radial gradient of this velocity profile, which
we set to20.333 1022 s21 following Momen et al. (2021).

The second term in the rhs of Eq. (9) and the first term in
the rhs of Eq. (10) are the Coriolis acceleration, and the last
terms denote the turbulent stresses. The first term in the
bracket on the rhs of Eq. (9) represents the pressure-gradient

acceleration [(1/r)(p/r)52fVg 2 Vg
2/R], the third term de-

notes the radial advection, and the fourth term shows the cen-
trifugal acceleration. Similarly, for the tangential velocity, the
second term and third term in the rhs of Eq. (10) represent
the radial advection and centrifugal acceleration, respectively.

Near the surface, the eddy viscosity profile can be approxi-
mated as nT ; ku*z. Given the imposed eddy viscosity profile,
the surface friction velocity u* can be estimated. Next, the log-
arithmic wind law can be used to provide a bottom Dirichlet
boundary condition for the wind speed at the first vertical
node above the surface as U(z)5 u*/k ln(z/z0). The z0 values
are then varied to characterize their impacts on hurricane
wind profiles. The default z0 is set to 2 3 1024 m. To investi-
gate the physical mechanisms subject to varying z0, we con-
sider three cases with Clz5 0.0001, 1, and 100. Figure 6 shows
the vertical profiles of the wind velocity, and the momentum
budget terms. Compared with the default case (Clz 5 1,
z0 5 23 1024 m),;80% increase in magnitude on uu is found
near the surface when the z0 is decreased (Fig. 6a). When in-
creasing z0, the surface friction and thus the inflow depth and
magnitude are expected to increase, which is confirmed in
Fig. 6a that shows that the magnitude of ur (dashed red line)
increases with z0.

FIG. 5. Radius–height distribution of the azimuthally averaged wind speed (m s21) for Hurricanes (top) Dorian, (middle) Katrina, and
(bottom) Lorenzo with three different roughness lengths at 30 h of simulation.
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This behavior of uu and ur can be explained by assessing the
momentum budget terms. The radial momentum budget
terms in Eq. (9) are depicted in Figs. 6b–d assuming a quasi-
steady state (ur/t ’ 0). When decreasing z0, the surface tur-
bulent stress (solid line in Figs. 6b–d) decreases. For a given
pressure-gradient acceleration [(1/r)(p/r)52fVg 2 V2

g /R],
the centrifugal (u2u/R) and Coriolis (fuu) accelerations must in-
crease near the surface to compensate for the reduction in the
turbulent stress [(1/r)(/z)(2nTur/z)]. This indicates that
the hurricane tends to intensify especially near the surface after
decreasing z0 and vice versa. Hence, altering z0 modifies the
momentum balance near the surface by modulating the turbu-
lent stresses and can thus change the wind intensity in hurri-
canes. As can be seen from Fig. 6a, the impact of this surface
intensification continues above the surface up to ;1000 m.
Hence, most of hurricane intensification caused by the surface
roughness length modifications is expected to occur within the
HBL, and the free atmosphere is not expected to be signifi-
cantly impacted by the surface layer changes.

d. The impacts of varying momentum roughness
length on the accuracy of strong and weak
hurricanes forecasts

In this section, we characterize the impacts of adjusting z0
on the accuracy of real hurricane simulations and investigate
the validity of existing models under different wind regimes.
Modifying the momentum roughness length also influences

the simulated hurricane tracks. Figure 7 displays the simulated
hurricane tracks for the YSU-1 model under four different val-
ues of Clz. Decreasing z0 (cyan and blue lines) improved the
track forecasts for most hurricanes, whereas for some a mod-
estly worsened track prediction was found. Nonetheless, a
slight overall improvement of the track forecasts in decreased
z0 cases can be seen in Fig. 7, when compared to the default
case (gray line), in the considered strong hurricane cases. This
improvement further shows that WRF likely overestimates the
actual z0 in strong hurricane winds as decreasing it improves
both track and intensity forecasts of the simulated strong
hurricanes.

To comprehensively assess the hypothesis that WRF overesti-
mates z0 in strong hurricanes, we calculated the MAPEIntensity

and MAETrack forecasts for all WRF-COAWST, WRF-YSU-1,
and WRF-YSU-2 simulations. We also separated the cases into
weak and strong hurricanes to determine whether the same
conclusion can be drawn for weak hurricanes. The overall statis-
tics of the MAPEIntensity and MAETrack for both category-1–2
and category-3–5 hurricanes with various imposed z0 values are
shown in Fig. 8. Increasing z0 (red bars in Fig. 8) consistently ex-
acerbates the intensity and track prediction issues compared to
the default values (gray bars in Fig. 8). Of note, even though
similar trends are observed for all three models, there are some
distinctions in the degree of sensitivity among them. For exam-
ple, in Fig. 8a, more than 92% increase in MAPEIntensity (29%
absolute change) is observed when increasing z0 from its default

FIG. 6. Profiles of (a) tangential and radial velocity and (b)–(d) their momentum budget terms from the single-column
model results with three different momentum roughness lengths.
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value (cf. gray and red bars) for WRF-YSU-2, while only
;27% increase in MAPEIntensity (8% absolute change) is ob-
tained for WRF-COAWST.

As can be seen from Fig. 8a, hurricane intensity predictions
are improved among all the three considered models by de-
creasing z0 in category-3–5 hurricanes. The intensity improve-
ments by decreasing z0 (cyan bars) for COAWST, YSU-1,
and YSU-2 compared to the default models (gray bars) are,
respectively, about 12%, 27%, and 31%. Figure 8b indicates
that the track forecasts are also slightly improved when z0 is
decreased. This improvement is about 7% for COAWST,
18% for YSU-1, and 12% for YSU-2 when comparing cyan
(decreased z0) and gray (default cases) bars in Fig. 8b. For
further decreasing the z0 values (dark blue bars) compared to
the default cases (gray bars), the forecasting improvement be-
comes ;32% for intensity and ;6% for track on average for
the three considered models. Hence, these results confirm
that the default z0 in the WRFModel most likely overpredicts
the actual z0 in the considered strong hurricanes.

Previous studies have shown that the intensity of simulated
storms is sensitive to the ratio of the enthalpy (Ck) and mo-
mentum (Cd) surface exchange coefficients, Ck/Cd. The maxi-
mum potential intensity (MPI) of a given storm increases with
the increase of this ratio (Emanuel 1988). In the high wind re-
gions of intense storms, the ratio most likely lies in the range
of 1.2–1.5 (Emanuel 1995). Nevertheless, the general surface
flux schemes in WRF typically result in a ratio of less than 1
(Green and Zhang 2013; Alimohammadi et al. 2020). In
the current study, the mean Ck/Cd ratio for the considered

Clz 5 0.0001, 0.01, 1, and 100 YSU-1 cases are 1.7 6 0.1,
1.2 6 0.1, 0.8 6 0.1, and 0.3 6 0.04, respectively. Thus,
Clz 5 0.0001 and 0.01 scenarios raise the Ck/Cd ratio to more
than 1.2 compared to the default case (0.8 6 0.1) that is con-
sistent with the high wind region range of intense storms in
prior theoretical studies (Emanuel 1995). Our result shows
that the storm intensity is smaller when z0 is increased, consis-
tent with the MPI theory. This linkage between storm inten-
sity and the Ck/Cd ratio provides further physical insight into
the observed intensity forecast improvements in reduced z0
strong hurricane simulations in addition to the radial momen-
tum budget discussion in section 3c.

To determine whether decreasing the default z0 improves
the track and intensity accuracy of category-1–2 hurricanes,
we also simulated five weak hurricanes as mentioned in
section 2b. Figures 8c and 8d shows that unlike strong hurri-
canes, decreasing z0 in weak hurricanes does not necessarily
improve the intensity and track predictions. In fact, the de-
fault z0 simulations outperform other cases, indicating that
the default z0 models likely have the optimum values for the
considered category-1–2 hurricanes. Furthermore, another
suite of simulations for three tropical storms [Sebastien,
Gabrielle, and Jerry (not shown)] yielded a finding akin to the
considered weak hurricanes. Note that similar results to Fig. 8
were found for simulations with different grid spacings dem-
onstrating that our findings are robust and independent of
model resolution. The statistics for all simulations with differ-
ent grid resolutions are reported in supplemental S4, showing
that the existing z0 parameterizations in WRF are suitable for

FIG. 7. Hurricane tracks for different momentum roughness lengths using 8-km grid spacing for strong hurricane (category-3–5) cases.
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forecasting weak hurricane cases; however, the current z0 pa-
rameterizations need improvements for accurate strong hurri-
cane forecasts.

e. Comparing z0 values in WRF with observational
estimates

Our results indicate that while the current WRF z0 parame-
terizations perform well in weak hurricanes, they lead to
lower predicted intensities in strong hurricanes. For example,
Fig. 9a shows the comparison between the forecasted intensi-
ties of Hurricane Maria (2017), which is a major hurricane. It
is evident that the default z0 case (gray line) underestimates
the intensity compared with the observations, while the cases
with smaller z0 values (blue and cyan lines) better agree with
the observed intensities. Nevertheless, as can be seen from
Fig. 9b, the default z0 setup for weak Hurricane Cristobal
(2014) has the best performance, while other cases with differ-
ent z0 parameterizations either overestimate or underestimate
the intensity.

To better understand why the default z0 cases underesti-
mate the hurricane intensity for strong hurricanes, we directly
compared the z0 values in WRF against observational esti-
mates. We analyzed wind data from 852 dropsondes collected
in Hurricanes Katrina, Maria, Lorenzo, Joaquin, Ike, Igor,
Dorian, and Cristobal. Then, the vertical profiles of wind for
every 10 m s21 bin were selected and the corresponding u*
and z0 for each bin was calculated by fitting the log law to the
averaged wind speed profile in each bin following (Powell
et al. 2003; Holthuijsen et al. 2012). Further details about the

dropsondes data and the fitting procedures to evaluate z0
from the observed GPS data can be found in Fig. S12 in the
supplemental material. The results of z0 from observations
are shown in Figs. 9c–e as black lines. As the surface wind in-
creases, the observed z0 first increases to a maximum value of
;0.01 m at U10 ; 38 m s21, then it slightly decreases as U10

further increases. Note that the fact that z0 does not vary
monotonically as a function of U10 has been reported in previ-
ous studies as well (e.g., Powell et al. 2003; Donelan et al.
2004; French et al. 2007). This result suggests that the surface
flow characteristics in low–moderate wind regimes are differ-
ent from those in high wind regimes likely due to different sea
state and sea-spray distributions (Andreas and Emanuel 2001;
Emanuel 2003; Moon et al. 2004; Chen et al. 2013).

WRF’s z0 for different hurricane intensities and model set-
ups are also depicted in Figs. 9c–e for comparison purposes.
The mean observed intensities for the considered strong and
weak hurricanes are denoted by the purple and green vertical
lines, respectively. The green and purple shadows show the
standard deviations of the observed intensities for strong and
weak hurricanes, respectively. The changes in z0 are not ap-
plied for wind speeds lower than 10 m s21 and, hence, the
z0 values of all cases collapse for such low surface winds in Fig. 9
as expected. It is evident that the default z0 values in all three
models (gray lines) agree with the dropsondes observations
(black lines) for weak hurricanes; however, WRF’s default z0
values are much larger than the observations for strong hurri-
canes. The z0 values in Clz 5 0.01 cases (cyan lines) agree
better with the observations for strong hurricanes than other

FIG. 8. Hurricane intensity and track errors with various momentum roughness lengths using 8-km grid spacing. The
error bars show the range from the 20th percentile to the 80th percentile.
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z0 parameterizations. Our results shown earlier indicated
that these Clz 5 0.01 cases outperform the default z0 cases in
terms of intensity and track forecasts of strong hurricanes.

To better illustrate these findings in terms of z0 comparisons,
we compared the WRF’s forecasted vertical profiles of wind
versus the dropsonde data in two mean U10 ranges, ;40 versus
;60 m s21, to represent weak and strong hurricanes (Fig. 10).
Here, we used the default z0 parameterization in YSU-1 from
Eq. (4) and calculated a logarithmic wind profile near the sur-
face. For the 40 m s21 group, the simulated wind profiles based
on the default WRF z0 parameterization agree quite well with
the observations. However, for the 60 m s21 group, the default
WRF z0 parameterization considerably underestimates the wind
speed in the surface layer, consistent with the results in storm in-
tensity comparisons shown earlier.

These comparisons demonstrate that while current z0 parame-
terizations in the WRF system perform well for weak hurricanes,
they significantly overestimate the observed z0 in stronger wind
regimes. The z0 comparison also helps explain why decreasing z0
by a certain degree led to improved intensity forecasts in the con-
sidered strong hurricanes. The larger values of modeled rough-
ness lengths in strong hurricanes may hinder the capability of

WRF to accurately simulate strong hurricanes (categories 3–5)
and thus the reduction of the existing momentum roughness
length parameters in high wind regimes is recommended.

To implement these z0 changes in operational models, we
suggest adjusting the current z0 estimations based on a com-
prehensive comparison with a wide range of different hurri-
cane observations. These adjustments can be implemented
either by changing the empirical model coefficients (e.g., in
wave-coupled simulations), by altering the model structure, or
by adding an observation-optimized factor for strong winds. In
general, careful z0-adjustments for strong winds are recom-
mended using measurements and ensemble NWP simulations
of many storms in operational models. The goal of this paper
was to show this deficiency for strong winds in the current sur-
face roughness parameterizations of WRF and provide some
guidance on adjusting the current z0 values that can remarkably
improve hurricane forecasts.

4. Conclusions

The current study characterizes the impacts of different sur-
face flux parameterizations on the accuracy of forecasting real

FIG. 9. Comparison of the momentum roughness lengths between observed data and the forecasted data. The
forecasted wind intensity time series for Hurricanes (a) Maria (2017) and (b) Cristobal (2014). (c)–(e) The observed
data from GPS dropsondes. The forecasted momentum roughness lengths for the three models are also shown in
(c)–(e). The green vertical lines represent the mean observed intensity of the category-1–2 hurricanes, and the green
shadows display their standard deviations. The purple counterpart represents the mean and standard deviations of the
category-3–5 hurricanes.
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hurricanes in WRF. A total of 10 category-1–5 hurricanes are
simulated using WRF with four momentum roughness length
formulations. In one set of these simulations, the ocean surface
wave is explicitly resolved by coupling WRF with the SWAN
model in the framework of COAWST to account for wave-
induced drag. A total of 310 simulations of a wide range of hurri-
cane cases were conducted by varying the parameter space of
the WRF system (e.g., PBL schemes, and surface flux options).
The key findings of this study are summarized as follows:

(i) Among all the default models and PBL schemes consid-
ered, WRF-YSU-1 overall provided the most accurate
hurricane intensity prediction (e.g., ;14% average im-
proved intensity forecasts compared to the MYJ scheme),
while WRF-COAWST yielded the best track forecasts in
the 10 considered hurricanes (�8% improvement on av-
erage compared to MYJ and YSU schemes).

(ii) The momentum roughness length significantly influenced
the hurricane track and intensity simulations. Decreasing the
default z0 intensified the hurricanes and remarkably in-
creased their maximum surface wind intensity. Momen-
tum budget analysis showed that for the same pressure
gradient force, decreasing z0 decreases the friction and in
turn increases themaximum near surface wind speed.

(iii) For the considered category-3–5 hurricanes, the accuracy
of track and intensity forecasts was greatly improved by
decreasing the momentum roughness length, however,
such improvement was not observed in the simulations of
category-1–2 hurricanes. For all model configurations,
;24% (;32%) improvement was observed on average for
intensity predictions when using Clz5 0.01 (Clz5 0.0001),
and ;12% (;6%) improvement was obtained on average
for track forecasts compared to the default roughness length

parameterization.We showed that decreasing the default z0
generally increased the size of the considered hurricanes,
butmore observational data and analysis are needed to con-
firm if this change improves the spatial structure and asym-
metry of hurricanes compared to observations.

(iv) The Ck/Cd ratio was increased in Clz5 0.01 (Clz5 0.0001)
cases to 1.2 6 0.1 (1.7 6 0.1) from the default value of
0.8 6 0.1. The values of this ratio in the reduced z0
cases fall in the high wind regions range of intense storms
(;1.2–1.5) that is predicted by the MPI theory. The posi-
tive correlation between the storm intensity and this ratio
in our simulations of strong hurricanes is consistent with
the MPI theory finding.

(v) WRF’s default z0 values were compared with the esti-
mates using a large sample of GPS dropsonde data,
showing agreement in weak hurricanes but an overesti-
mation of z0 in strong hurricanes. This mismatch at large
wind speeds between WRF and observations further ex-
plains the poor performance of the default z0 parame-
terization for strong hurricane forecasts. Hence, our
results suggested decreasing the default z0 values in
WRF in high surface wind conditions (U10 � 45 m s21)
to improve their intensity predictions.

This study provides insights into the role of surface momen-
tum fluxes in real hurricane simulations. The findings may be
useful for improving operational weather and climate models
to enhance hurricane forecasts.
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